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(1) [3+1] Let n ≥ 1. Suppose given n column vectors v⃗1, . . . , v⃗n of length n.
Prove that they form a basis for Mn×1 iff

det [v⃗1 . . . v⃗n] ≠ 0

Here [v⃗1 . . . v⃗n] denotes the n × n matrix with jthcolumn equal to v⃗j .

Formulate and prove an analogous result for row vectors w⃗1, . . . , w⃗n.

(2) [3] Let N be a real 2 × 2 nilpotent matrix. If N is nonzero, prove that
there is an invertible 2 × 2 matrix T such that

TNT−1 = [ 0 1
0 0

]

(3) Let C be the matrix:

⎡⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 0 1 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(a) [1] Describe the image of C.

(b) [2] Describe the kernel of C.
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(4) [2] Let A and B be 100 × 100 matrices, with

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 . . 0 0
0 2 . . 0 0
. . . . . .
. . . . . .
0 0 . . 99 0
0 0 . . 0 100

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

If B is nilpotent and AB = BA, what can you say about B?

(5) Let I2 be the 2 × 2 identity matrix. Let A be a real 2 × 2 matrix such
that

● A is nonzero,

● A is not the identity matrix,

● A2 = A

(a) [2] Is there an invertible matrix T such that TA = I2T?

(b) [2] is there a non-zero matrix T such that TA = I2T?

(6) [2] Consider the matrix

A = [ 1 1
0 1

]

Prove or disprove: if pB(t) = t2 − 2t + 1, then B is similar to A.

(7) [3] If N̂ ∶ V → V is a nilpotent linear map, with V finite-dimensional,

prove that IV + N̂ is invertible.

(8) [3] Let V be an real finite-dimensional inner product space. Recall

that an orthogonal transformation Ô ∶ V → V is one that preserves inner
products. Prove that given such an Ô and a subspace W ⊂ V invariant
under Ô, the orthogonal complement W ⊥ of W is also invariant under Ô.

(9) [3] Fill in the blanks in the following (real) 2 × 2 matrix O so that it
becomes orthogonal.

⎡⎢⎢⎢⎢⎣

1√
2

−
1√
2

−

⎤⎥⎥⎥⎥⎦
How many ways can you do this? What if you demand that det O = 1 as
well?

(10) [5] For any integer N > 0, let VN be the space of real polynomials of
degree ≤ N . Clearly

(P,Q) = ∫
1

−1
P (x)Q(x)dx
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defines an inner product on VN . The Gram-Schmidt process applied to the
basis

1, x, x2, x3, . . . , xN

yields a sequence of polynomials (p0, p1, p2, . . . , pN) with the property that

∫
1

−1
pi(x)pj(x)dx = δi,j

Compute p0, p1, p2, p3 assuming N ≥ 3. (Note that the actual value of N
does not matter!)

Prove that p2m is even and p2m+1 odd under x↦ −x. That is,

p2m(−x) = p2m(x) p2m+1(−x) = −p2m+1(x)

(11) Let A be the matrix
⎡⎢⎢⎢⎢⎢⎣

0 1 0
1 0 0
0 0 0

⎤⎥⎥⎥⎥⎥⎦
(a) [4] Find an orthogonal matrix S such det S = 1 and StrAS is diagonal.

Show your computations.

(b) [3] Find an orthogonal matrix T with det T = −1 such that TA = AT .

(c) [3] How many such T exist?


