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,(/1/)/ (3 marks) Using the concavity of the In(z) function, show that
In(n!) < [['In(z)dz + In(n)/2. Use this to give an upper bound
on nl.

(2 marks) Also prove a reasonable lower bound. ’

(2) (5 marks) We are learning a concept class from samples which are
labelled 0,1. We believe there are bunch of d data features and if any
one of them is true, the data point should be classified as 1. Suppose
the data is generated from a concept h*, which is a disjunction of
these features. Design a learning algorithm whose empirical risk is
zero. For given €, §, how many samples will you need? Assume there
are d features.

(3) (4 marks) Let Hi,H2 be two hypothesis classes each with VC di-
mension d. Suppose we take the union of these hypothesis classes
as our new hypothesis class H. Show that the size of the largest set
that can be shattered by H is at most 2d + 1

(4) (4 marks) Given a hypothesis class #, we produce the hypothesis
class ' as follows. The hypothesis in H’ are tuples (h1, ha, .. ., hor41)
with &2; € 7{. On the given data set assume the clasmﬁcatmn by

h' := (hy,...,hog+1) € H' is h'(z) = 1 if for majority of the i’s,
h;(z) = 1, it is 0 otherwise.
Assuming the VC dimension of H is d what is the VC dimension
of H'?
(5) (4 marks) Let £1, £, . . ., £, be non negative integers such that }, 37% <
“ 1. Show that the following procedure constructs a prefix free ternary
code C with k codewords of lengths ¢;, 1 <i < k
o W.lo.g, ¢1 < ly < --- < {)k. On a complete ternary tree of
depth 4, take a node at depth £;. The path from root to node
gives a codeword of length £; which we add to C. Now remove
all nodes below that and proceed to £ and continue the same.
(Gf) (1 mark) Recall that in the minimum description length paradigm,
given a sample S, we return a hypothesis hg satisfying the conditions
given below.

h € argminpey[Ls(h) + \/ﬂi;:fﬂ]

Here m is the number of samples and |A| is the description length of
h - what is the bias variance tradeoff in this paradigm as compared
to ERM?

(2 marks) Now assume the data comes from a distribution D. Also

suppose for a constant B we consider hypothesis class # g containing
1



only hypothesis with description length at most B. Set h}; to be a
hypothesis in ‘Hp which minimizes total risk. Compute a bound on
Lp(hs) — Lp(hy).

(1 mark) What should be the sample complexity if we wish to to
output a hypothesis which is at most e-away from Lp(h%) with prob-
ability 1 — 47

gj/f (2 marks) Compute the distance of a point z to the hyperplane
wT'z 4+ b =0, in terms of quantities involving w, z, b.
(2 marks) In the lincar separable case, we wish to ﬁnd a hyperplanc
w and b which maximizes the minimum of the distances of the points
z; to the hyperplane w'z + b = 0. Show that the following is a valid
formulation to find such a separating hyperplane:

1
minw§||w||2, such that Vi, y;(w'z; +b) > 1




